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Current visual question answeringmodels overly rely on language bias and fail to
understand visual information sufficiently. Many recent works concentrate on
mitigating the intraquestion type bias (bias in the distribution of answers to a
question type) without taking the interquestion type bias (bias in distribution
between question types) into consideration, causing themodel to ignore the tail
question types. In addition, they neglect the overall distribution bias of the answer
set, leading to themodel only focusing on the head answers. In this article, we
propose theMulti-View Language Bias Reduction (MVBR) method to solve these
problems. For the interquestion type bias, we introduce the Inter-Question Type Bias
(IQTB) module. IQTB exploits the question type distribution of the training set to
determine the question type bias, which is used to generate weighting factors to
reshape the loss of each question type into a balanced form. For the overall
distribution bias of the answer set, we utilize theDecoupled Training (DT) module.
The DTmodule penalizes the weights of each class in the classifier and forces their
distribution to be balanced. Experimental results demonstrate that MVBR is effective
on VQA-CP v2 and effectively improves performance on themainstreammodels.

The Visual Question Answering (VQA) task, which
aims to utilize the given image and question to
predict the correct answer, plays an important

role in language and visual understanding. Existingmod-
els1 have achieved well performance on several large-
scale benchmarks.2,3 However, previous models overly
rely on strong correlations between questions and
answers, ignoring the information of the visual modality
during training.3 For example, when the question is
“How many...”, “2” accounts for a high proportion of the
answer set, so the model can still have an excellent per-
formance only by answering “2.” Such problem is known
as “language bias,” which has become one of the main
bottleneck in VQA studies and it is reflected on out-of-
domain datasets,4 where model performance drops
significantly.

To address the language bias problem in VQA, many
approaches focus onminimizing language priors in VQA
models. These methods can be roughly divided into two

categories: 1) Enhancing understanding of visual fea-
tures:5,6,7 they aim to improve the model’s ability to
understand images. By enhancing the understanding of
image information, the model reduces the reliance on
language priors. But the bias caused by language prior
can only be eliminated in languagemodality, which can-
not be solved by enhanced visual information. 2) Reduc-
ing language modality bias8,9,10,11: they aim to mitigate
the statistical bias introduced in language modalities.
By constructing a question-only branch, the VQAmodel
eliminates the language modality bias, thus the model
can understand visual and textual information.

Although some studies have considered reducing
the language modality bias, their elimination of bias is
not complete. As shown in Figure 3, the existing meth-
ods only consider the reduction of the intra-question
type bias: bias in the distribution of candidate answers
corresponding to a question type. By analyzing VQA
dataset, we find that the question type distribution of
dataset is unbalanced, as shown in Figure 2, leading to
model ignoring the “tail”question type in the training pro-
cess.We view this bias as interquestion type bias: bias in
distribution between question types. For example, the
question types “what color is” and “How many” have
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different numbers, as shown in Figure 1. Therefore, the
model fails to pay sufficient attention to the question
type “what color is” (tail question type) during training.

In addition, the overall distribution of the answer
set is biased when the question type is not consid-
ered. We call this the overall distribution bias of the
answer set, as shown in Figure 3. As a result, the
model pays more attention to the head answers dur-
ing training, which is detrimental to the robustness of
the VQA model.

In this article, we propose a method named Multi-
view language Bias Reduction (MVBR), which reduces
the interquestion type bias and the overall distribution
bias of the answer set effectively. MVBRa consists of
two separate modules: Interquestion Type Bias mod-
ule (IQTB) and Decoupled Training module (DT). First,
IQTB is used to reduce the interquestion type bias.
Specifically, IQTB extracts the distribution of the ques-
tion types in training set to determine the interques-
tion type bias. Then, IQTB exploits this bias to
generate a weighting factor for each question type,
which reshapes the total loss. Compared with the loss
before reshaping, the weights of the reshaped loss are
more uniform for each question type, so the model will
fairly consider each question type in the process of
backpropagation. Second, inspired by Kang et al.12 we
introduce the Decoupled Training module (DT) to
reduce the overall distribution bias in the answer set.
In particular, we decoupled the training process into
two stages: representation learning and classification.
DT retrains the classifier by setting penalty weights
for each class, which makes the weights of the classi-
fier balanced.

Ablation experiments prove that both modules of
the MVBR are effective. Qualitative and quantitative
analyses also demonstrate the advantages of MVBR.

The contributions of this article are as follows:

› We extract the priors of the question types in the
VQA dataset and exploit it to construct weight-
ing factors to reduce the interquestion type bias.

› We introduce decoupled training in the VQA task
to reduce the overall distribution bias of the
answer set.

› Our method is tested on the VQA-CP v2 dataset,
and achieves the state-of-the-art results on the
CSS7 model.

RELATEDWORK
As the VQA task has received extensive attention,1,2,13

many studies3,4 found that the VQA models suffer
from language bias, causing the model to predict
answers blindly due to the language shortcut. In addi-
tion, object hallucination14,15,16 is also found in the
image capture task. This shows that many existing
models for solving multimodal tasks can not well deal
with the gap between visual and linguistic modalities.
To explore the impact of language bias on the VQA
model, the VQA-CP dataset4 is proposed, where the
distributions of questions and answers in test set
are different from the distributions in training set.
Recently, some works have been proposed to elimi-
nate the language bias and these methods are roughly
divided into two categories: 1) enhancing visual rea-
soning ability and 2) reducing reliance on language
prior.

Enhancing Visual Reasoning Ability
Enhancing visual reasoning ability methods are
designed to allow the model to pay more attention
to the visual information, thereby reducing the mod-
el’s reliance on language bias. Hint5 introduced the
annotated attention map that guides the model to
reason visual information by optimizing the consis-
tency between the annotated attention map and the
VQA model. By exploiting a self-supervised approach,
SSL6 divides the images into question relevant and
question irrelevant, and increase the sensitivity of
the model to visual content. CSS7 used Grad-CAM to
divide the regions relevant to the question and the
regions irrelevant to the question in an image. How-
ever, all the above methods focus on assisting the
model to learn visual information, but do not reduce
the bias of language modality,17 and the influence of
language prior still exists.

FIGURE 1. Example of question-type distribution in VQA-CP

v2. Question type “How many” has 17 times as much data as

question type “What color is.” During the training process,

the VQA model will pay too much attention to “How many”

and “What color is” is far less concerned than “How many.”

ahtt _ps://github.com/LSWXXBC/MVBR

92 IEEE MultiMedia January-March 2023

VISUAL QUESTION ANSWERING

Authorized licensed use limited to: Nanjing Univ of Post & Telecommunications. Downloaded on October 31,2024 at 15:50:26 UTC from IEEE Xplore.  Restrictions apply. 

https://github.com/LSWXXBC/MVBR
https://github.com/LSWXXBC/MVBR


Reducing Reliance on Language Prior
At present, there are some effective solutions to
reduce language modality bias. AReg8 trained a ques-
tion-only branch that shares encodings with the VQA
question branch to capture language bias, but it
affects the stability of the model. To solve this prob-
lem, Rubi9 proposed a fusion training method that
fuses the question-only branch’s prediction with the
answer predicted by the VQA model. LPF10 directly
used the prediction result of the question-only branch
as the weighting factors to reshape the VQA loss. On
the other hand, LMH11 extracted training set priors
and modified the biased model in the training process.
Nevertheless, these methods only reduce intraques-
tion type bias, while ignoring the interquestion types
bias and the overall distribution bias of the answer
set. Motivated by those issues, we propose our MVBR
method to solve these two problems.

METHODS
In this section, we briefly outline VQA models and
detail the mechanisms of MVBR for reducing language
bias. Figure 4 describes the structural framework of
MVBR, which consists of two modules. The detail of
each section is described in the following.

Fundamentals of VQA
VQA task is often viewed as amulticlassification task. The
VQAmodel predicts the correct answer based on a given
questionQ and image I , which is expressed as follows:

a ¼ arg maxP ða jQ;IÞ (1)

where P is the predicted result of the VQA model.

FIGURE 2. Distribution of question types in the training set. The question types distribution data presents a long tail distribution,

which is unbalanced.

FIGURE 3. (a) We extracted four types of questions to explain

the difference between the intraquestion type bias and the

interquestion type bias. It can be seen that intraquestion

type bias appears in a single question type that the answers

have unbalanced distribution. However, the interquestion

type bias appears between question types. (b) The overall

distribution bias of the answer set. There are more than

2000 answer classes for the VQA-CP v2 dataset, but the

answer classes with the top 200 distribution account for 70%

of the data.
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Given a dataset D consisting of N triples fQi, Ii,
Aig, where Qi 2 Q is the question, Ii 2 I is the image,
and Ai 2 A is the answer. Each image Ii will be
encoded into visual vectors V 2fv1; v2; . . .; vng, where
vi is the i th object feature. Each question Qi is
encoded into question vectors E 2fe1; e2; . . .; ejg,
where ej is the jth word feature.

The VQA model fuses the visual vector and the
question vector into Rd as the representation of the
answer, then the model maps Rd to the answer space
RkAk and selects the most probable answer. The pro-
cess is represented as follows:

piðA j Ii; QiÞ ¼ fvqaðfcðV;EÞÞ (2)

where fc represents the function that convert V , E
into Rd, and d represents the dimension of the joint
representation. fvqa represents the function that maps
Rd to RkAk, and kAk represents the dimension of the
answer space.

In the training stage, the VQA task usually uses the
cross entropy loss function to train the model, which
can be expressed as

Loss ¼
XN

i

yilogðpiÞ þ ð1� yiÞlogð1� piÞ (3)

where yi is the label corresponding to each answer ai,
yi 2 f0, 1g, pi is the prediction result of the model, and
N is the number of samples.

Multiview Language Bias Reducing
In this part, we introduce the interquestion type biasmod-
ule and the decoupled trainingmodule ofMVBRmodel.

The Interquestion Type Bias Module
In order to solve the problem caused by interquestion
type bias, we propose the IQTB module to make the
VQA model pay sufficient attention to each question
type. As shown in Figure 5, this module consists of a
question type bias extractor and a weighting factors
generator, respectively.

In order to measure the interquestion type bias,
one effective approach is to extract the distribution of
each question type that can be written as

bi ¼ qiPn
i qi

(4)

where qi represents the number of questions in a type
and n represents the number of question types.

The role of the weighting factors generator is to
generate a penalty factor for each question type. As
the number of questions in a question type increases,
the penalty should increase, so the weighting factors
can be expressed as

wi ¼ ð1� a� biÞr (5)

where a and r are hyperparameters and bi is the inter-
question type bias.

FIGURE 4. Overview of the MVBR structure. It consists of two parts: the IQTB module and the DT module. First, MVBR exploits

the IQTB module to extract the bias in the training set for generating weighting factors to penalize the loss. Second, after the

training is complete, MVBR utilizes the DT module to retrain the VQA model classifier to adjust the classifier weights.
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The loss of the VQA model is reshaped by the pen-
alty of the weighting factors and becomes more bal-
anced. Specifically, the use of IQTB is very simple and
does not require too many changes to the original
model. The generated penalty factors are directly
weighted to the loss function of each question type,
which can be written as

loss¼
Xn

i

Xm

j

wi�½yjlogðpjÞ þ ð1� yjÞlogð1� pjÞ� (6)

where n represents the number of question types and
m represents the number of questions in a type.

The Decoupled Trainingmodule
The VQA task also suffers from the overall distribution
bias of the answer set. Due to the unbalanced distri-
bution of the answer set, the weights of the classifier
are unbalanced during the training process, which
affects the final classification decision.

Inspired by Kang et al.12 we introduce the decoupled
training module to reduce the overall distribution bias of
the answer set by automatically balancing the weights of
the classifier. Specifically, DT sets a penalty factor for each
class of the classifier, the specific formula is as follows:

w0
i ¼

wi

kwikx (7)

where wi represents each class of the classifier, kwik
represents l2 norm of wi, and x is the hyperparameter.
DT set a penalty weight kwik for each class wi to bal-
ance the classifier.

EXPERIMENTS
In this section, we comprehensively evaluate theMVBR
method in reducing language bias. First, MVBR is
tested on the VQA-CP and VQA-CP v2 datasets and
applied on three baselines. Further, we conduct abla-
tion studies to demonstrate the performance of each

module. The experimental results and ablation studies
are shown below.

Setup
VQA-CP v1 4 and VQA-CP v2 are used to evaluate the
robustness of VQA models when the answer distribu-
tion of training and test splits is significantly different.
For fair comparisons, we follow the evaluation metrics
of VQA.2 We use the UpDn model 1 for feature prepro-
cessing and conduct experiments with three base-
lines: UpDn,1 LMH,11 and CSS.7

Implementation Details
In this article, we use Fast R-CNN to extract the object
from the image. The question representation uses the
attention mechanism in the UpDn model to guide the
distribution of visual features. For each image, the
UpDn generates a set of 36 objects with a 2048-D fea-
ture. Questions are trimmed to a maximum of 14
words for computational efficiency. We use Glove to
initialize the word embedding, and the embedding size
is set to 300. The training epochs and batch size is set
to 30 and 512, respectively. In order to compare LHM
and CSS models fairly, we follow the original paper in
parameter settings and reproduce the results.b We
set the hyperparameters a ¼ 2 and r ¼ 5 in IQTB mod-
ule, and x is set to 2 in the DT module. For the selec-
tion of hyperparameters, we put more detailed
analysis on the ablation studies section. To support
the running of the code, we used a NVIDIA Tesla V100
to meet the performance requirements.

Experimental Results and Analysis
As shown in Table 1, we first compare the methods for
reducing reliance on language prior in VQA-CP v2. Our
MVBR method improves the accuracy from 52.45% to

FIGURE 5. The architecture of the Interquestion Type Bias module. It consists of a question type bias extractor and a weighting

factors generator, respectively.

bhtt_ps://github.com/yanxinzju/CSS-VQA
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56.72% on LHM. Moreover, we compare the
approaches to enhancing visual reasoning ability.
MVBR improves the accuracy from 58.91% to 60.21%
on the CSS model and achieves the state-of-the-art
result. MVBR improves the accuracy of “Number”
questions from 51.18% to 55.21%, and the accuracy of
“Other” questions from 47.34% to 48.83%. In Table 2,
our method also achieved competitive results on
VQA-CP v1. In this dataset, MVBR achieves the accu-
racy of 86.74% and 44.60% on the “Yes/No” and “Num-
ber” questions, respectively.

Through the above experimental analysis, we draw
the following two conclusions: 1) Experiments on dif-
ferent datasets prove that MVBR can effectively allevi-
ate the language bias caused by the long tail
distribution. 2) MVBR can improve accuracy of the tail
data with little loss of accuracy of the head data.

Comparison of Different Models
MVBR is a model-agnostic training method that can be
integrated in other models. So we apply MVBR on three
representative models. Specifically, the MVBR achieves
a higher performance in UpDn and LHM that are the
basic model for VQA tasks and an effective method in
reducing intraquestion type bias. MVBR also improves
the accuracy in CSS that is a de-biasmethod by enhanc-
ing visual reasoning ability and the result is shown in
Table 3. Through the experiment on VQA v2 dataset,
MVBRcanmaintain a competitive result when the distri-
bution of training set and test set is the same. On the
CSSmodel,MVBR can improve its accuracy.

By using different baselines and datasets for test-
ing and comparison, we can draw the following con-
clusions: 1) MVBR is widely applicable and can be
applied to many baselines; 2) MVBR has a competitive
performance in different distributed datasets.

Ablation Studies
We conduct ablation experiments on VQA-CP v2 to
investigate the validity of our method. The results are
shown in Table 4. First, we set x ¼ 0 in which the
model is not affected by the DT module. Then, we set
a ¼ 2, r ¼ 5 to investigate the effectiveness of the
IQTB module. The results illustrate that our approach
reduces the interquestion type bias effectively and
the performance is improved from 58.91% to 59.55%.

We also compared the performance of the IQTB
module with different parameters. The performance of
the model begins to deteriorate when a ¼ 3, r ¼ 5.
This indicates that as a increases, the performance of
the model deteriorates due to excessive penalty. Com-
pared with the CSS baseline, the accuracy of our
method is improved from 85.03% to 85.35% on the

TABLE 1. Accuracies on VQA-CP v2 test set of the state-of-

The-Art models. the part above the dividing line in the table

focuses on the method of reducing reliance on language

prior, and the part below the dividing line in the table is the

method for enhancing visual reasoning ability.

Model VQA-CP v2 test

Overall Yes/
No

Number Other

GVQA4 31.30 57.99 13.68 22.14

UpDn1 39.84 41.96 12.36 46.26

AReg8 41.17 65.49 15.48 35.48

Rubi9 47.11 68.65 20.28 43.18

SCR 48.47 70.41 10.42 47.29

DLR 48.87 70.99 18.72 45.57

LMH11 52.45 69.81 44.46 45.54

GGE17 57.32 87.04 27.75 49.59

LMH+CCB18 57.99 86.41 45.63 48.76

LMH+MVBR
(Ours)

56.72 74.11 57.29 47.45

HAN19 28.65 52.25 13.79 20.33

HINT5 47.70 70.04 10.68 46.31

SCR 49.17 71.55 10.72 47.49

SSL6 57.59 86.53 29.87 50.53

CSSy 58.91 85.03 51.18 47.34

CSS+CCB18 59.12 89.12 51.04 45.62

CSS+IntroD20 60.17 89.17 46.91 48.62

CSS+MVBR(Ours) 60.21 84.53 55.21 48.83

y is the result of our reimplementation.

TABLE 2. Performance on VQA-CP v1 test set.

Model VQA-CP v1 test

Overall Yes/No Number Other

SAN 26.88 35.34 11.34 24.70

UpDn 39.74 42.27 11.93 46.05

GVQA 39.23 64.72 11.87 24.86

AReg 41.17 65.49 15.48 35.48

GRL 45.69 77.64 13.21 26.97

Rubi 50.90 80.83 13.84 36.02

LMH 55.27 76.47 26.66 45.68

CSS 60.95 85.60 40.57 44.62

CSS+MVBR 62.47 86.74 44.60 45.52
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“Yes/No” question and from 47.34% to 48.33% on the
“Other” question when a ¼ 2, r ¼ 5. This shows that by
reshaping the loss of the VQA model, the model
focuses on each question type balanced, which
improves the robustness of the model.

Then, we set a ¼ 0 and r ¼ 0 to remove the effect of
the IQTBmodule and explore the performance of the DT
module. The hyperparameter x is set to 2.4 and the per-
formance is improved from 58.91% to 59.78% based on
the CSS model, proving that the DTmodule reduces the
bias caused by data distribution. Figure 6 shows that
the weights of the classifier after retraining become
more balanced. Specifically, the accuracy of MVBR
increases from 51.18% to 55.57% in the “Number” ques-
tion, and from 47.34% to 48.83% in the “Other” question.
Meanwhile, the “Yes/No” questions, i.e. the header data
that make up the majority, have little loss of precision.
This shows that our method can improve the perfor-
mance of tail data with little loss of head data.

We also adjusted x to investigate its effect on the
model. As can be seen from Table 4, as x increases,
the model results do not always improve and the
effect on the head data also increases.

Qualitative Analysis
Finally, to further validate the superiority of our
method, we visualize the attention regions and output
the top three candidate answers. The predicted proba-
bility is the confidence of the VQA model in the
answer. As shown in Figure 7, for the question “What
color are the balloons?”, the baseline and MVBR are
the same in the region of interest in the image. How-
ever, the baseline model predicts the wrong answer,

TABLE 3. Performance of different models on VQA-CP v2 and VQA v2 datasets.

Model VQA-CP v2 test VQA v2 test

Overall Yes/No Number Other Overall Yes/No Number Other

UpDn 39.68 41.93 12.68 45.91 63.48 81.18 42.14 55.66

UpDn+MVBR 40.01 42.26 12.79 46.30 63.16 81.13 43.03 55.73

LMH 52.45 69.81 44.46 45.54 61.55 77.22 41.02 55.06

LMH+MVBR 56.72 74.11 57.29 47.45 61.50 77.53 39.55 55.12

CSSy 58.91 85.03 51.18 47.34 53.80 57.11 39.07 55.20

CSS+MVBR 60.17 84.53 55.21 48.83 55.30 61.10 37.51 55.30

y is the result of our reimplementation.

TABLE 4. Ablation studies on VQA-CP v2 test. y is the result of our reimplementation.

Model aaaaaaa rrrrrrr xxxxxxx Overall Yes/No Number Other

CSSy - - - 58.91 85.03 51.18 47.34

MVBR

2 5 0 59.55 85.35 51.18 48.33

3 5 0 59.38 85.41 52.46 47.63

0 0 1.0 59.53 84.98 53.41 47.86

0 0 1.5 59.68 84.87 54.27 47.96

0 0 2.0 59.76 84.68 55.08 47.98

0 0 2.4 59.78 84.42 55.57 48.03

0 0 3.0 59.69 83.75 56.16 48.05

2 5 2.0 60.21 84.53 55.21 48.83

FIGURE 6. Distribution of classifier weights. The weights dis-

tribution is more balanced after retraining.
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while MVBR is successful in predicting. It proves that
when the VQA model finds the correct regions, MVBR
allows the VQA model to understand the content of
the image better. Although both the baseline model
and MVBR predict the correct result for the question
“What color is the court?,” we have higher probability
of correct answer and lower probability of wrong
answer. It suggests that MVBR has higher accuracy in
choosing answers. When the question is “What is the
boy riding on?,” MVBR finds the regions in the image
more accurately than the baseline and predicts the
correct result. It can be concluded that our model has
a higher sensitivity of image understanding.

CONCLUSION
In this work, we propose a method named MVBR to
reduce language bias in VQA tasks. Compared with
the previous method that only reduces intraques-
tion type bias, MVBR solves the following two prob-
lems. First, we propose the concept of interquestion
type bias, and design the IQTB module based on
this bias to mitigate its negative impact on the VQA
model. Second, we introduced decoupled training to
reduce the negative effect of the overall distribution

bias of the answer set. Experiment results show
that MVBR achieves the state-of-the-art on VQA-CP
v2 dataset. The proposed method effectively
reduces the interquestion type bias and the overall
distribution bias of the answer set. In addition,
visual analysis also proves that MVBR can enhance
the sensitivity of the model to visual content. The
data of the visual question answering task is com-
plex. The biases we currently solving are mainly gen-
erated by language modalities. In the future, we will
consider the bias from visual modalities. Finally, we
will also consider how to use the bias to help the
model understand the semantic information of the
data, and how to make the model better integrate
the information of the two modalities.
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FIGURE 7. Qualitative comparison between our baseline CSS and our output Method MVR on the VQA-CP v2 test set. We output

the attention level of each model to the picture, the clearer the image region, the more attention the model pays to the region.

We also output the top-3 candidate answers of both models for comparison.

98 IEEE MultiMedia January-March 2023

VISUAL QUESTION ANSWERING

Authorized licensed use limited to: Nanjing Univ of Post & Telecommunications. Downloaded on October 31,2024 at 15:50:26 UTC from IEEE Xplore.  Restrictions apply. 



REFERENCES
1. P. Anderson et al., “Bottom-up and top-down attention

for image captioning and visual question answering,”

in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,

2018, pp. 6077–6086.

2. S. Antol et al., “VQA: Visual question answering,” in

Proc. IEEE Int. Conf. Comput. Vis., 2015, pp. 2425–2433.

3. Y. Goyal, T. Khot, D. Summers-Stay, D. Batra, and D.

Parikh, “Making the V in VQAmatter: Elevating the role

of image understanding in visual question answering,”

in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,

2017, pp. 6904–6913.

4. A. Agrawal, D. Batra, D. Parikh, and A. Kembhavi,

“Don’t just assume; look and answer: Overcoming

priors for visual question answering,” in Proc. IEEE

Conf. Comput. Vis. Pattern Recognit., 2018,

pp. 4971–4980.

5. R. R. Selvaraju et al., “Taking a hint: Leveraging

explanations to make vision and language models

more grounded,” in Proc. IEEE/CVF Int. Conf. Comput.

Vis., 2019, pp. 2591–2600.

6. X. Zhu, Z. Mao, C. Liu, P. Zhang, B. Wang, and Y. Zhang,

“Overcoming language priors with self-supervised

learning for visual question answering,” in Proc. Int.

Joint Conf. Artif. Intell., 2020.

7. L. Chen, X. Yan, J. Xiao, H. Zhang, S. Pu, and Y. Zhuang,

“Counterfactual samples synthesizing for robust visual

question answering,” in Proc. IEEE/CVF Conf. Comput.

Vis. Pattern Recognit., 2020, pp. 10800–10809.

8. S. Ramakrishnan, A. Agrawal, and S. Lee, “Overcoming

language priors in visual question answering with

adversarial regularization,” Proc. Adv. Neural Inform.

Process. Syst., vol. 31, 2018.

9. R. Cadene et al., “Rubi: Reducing unimodal biases for

visual question answering,” Adv. Neural Inf. Process.

Syst., vol. 32, pp. 841–852, 2019.

10. Z. Liang, H. Hu, and J. Zhu, “LPF: A language-prior

feedback objective function for de-biased visual

question answering,” in Proc. 44th Int. ACM SIGIR

Conf. Res. Develop. Inf. Retrieval, 2021, pp. 1955–1959.

11. C. Clark, M. Yatskar, and L. Zettlemoyer, “Don’t take

the easy way out: Ensemble based methods for

avoiding known dataset biases,” in Proc. Conf. Emp.

Methods Natural Lang. Process. 9th Int. Joint Conf.

Natural Lang. Process., 2019.

12. B. Kang et al., “Decoupling representation and

classifier for long-tailed recognition,” in Proc. Int. Conf.

Learn. Representations, 2019.

13. J. Wang, B. K. Bao, and C. Xu, “Dualvgr: A dual-visual

graph reasoning unit for video question answering,”

IEEE Trans. Multimedia, vol. 24, pp. 3369–3380, 2021.

14. A. Rohrbach, L. A. Hendricks, K. Burns, T. Darrell, K.

Saenko, and U. Berkeley, “Object hallucination in

image captioning,” in Proc. Conf. Emp. Methods

Natural Lang. Process., 2018.

15. X. Yang, C. Gao, H. Zhang, and J. Cai, “Auto-parsing

network for image captioning and visual question

answering,” in Proc. IEEE/CVF Int. Conf. Comput. Vis.,

2021, pp. 2197–2207.

16. M. Yuan, B.-K. Bao, Z. Tan, and C. Xu, “Adaptive text

denoising network for image caption editing,” ACM

Trans. Multimedia Comput., 2022.

17. X. Han, S. Wang, C. Su, Q. Huang, and Q. Tian, “Greedy

gradient ensemble for robust visual question

answering,” in Proc. IEEE/CVF Int. Conf. Comput. Vis.,

2021, pp. 1584–1593.

18. C. Yang, S. Feng, D. Li, H. Shen, G. Wang, and B. Jiang,

“Learning content and context with language bias for

visual question answering,” in Proc. IEEE Int. Conf.

Multimedia Expo, 2021, pp. 1–6.

19. M. Malinowski, C. Doersch, A. Santoro, and P.

Battaglia, “Learning visual question answering by

bootstrapping hard attention,” in Proc. Eur. Conf.

Comput. Vis., 2018, pp. 3–20.

20. Y. Niu and H. Zhang, “Introspective distillation for

robust question answering,” Adv. Neural Inf. Process.

Syst., vol. 34, pp. 16292–16304, 2021.

PENGJU LI is a student at Nanjing University of Posts and

Telecommunications, Nanjing, 210049, China. His research

interests include artificial intelligence, multimedia recogni-

tion, and cross-modal understanding. Li received his M.E.

degree in signal and information processing from the Nanjing

University of Posts and Telecommunications. Contact him at

1020010507@njupt.edu.cn.

ZHIYI TAN is a lecturer at Nanjing University of Posts and

Telecommunications, Nanjing, 210049, China. His research

interest include sequential modeling and prediction, multi-

media recognition and cross-modal understanding. Tan

received his Ph.D. degree in communication and information

engineering from Shanghai Jiao Tong University. Contact

him at tzy@njupt.edu.cn

BING-KUN BAO is currently a professor with College of Tele-

communications & Information Engineering, Nanjing Univer-

sity of Posts and Telecommunications, Nanjing, 210049,

China. Her current research interests include pattern recogni-

tion, multimedia recognition, and cross-modal understanding.

Contact her at bingkunbao@njupt.edu.cn.

January-March 2023 IEEEMultiMedia 99

VISUAL QUESTION ANSWERING

Authorized licensed use limited to: Nanjing Univ of Post & Telecommunications. Downloaded on October 31,2024 at 15:50:26 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


