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Abstract. For tourist attraction recommendation, there are three essen-
tial aspects to be considered: tourist preferences, attraction themes, and
sentiments on themes of attraction. By utilizing vast multi-modal media
available on Internet, this paper is aiming to develop an efficient solution
of tourist attraction recommendation covering all these three aspects.
To achieve this goal, we propose a probabilistic generative model called
Sentiment-aware Multi-modal Topic Model (SMTM), whose advantages
are four folds: (1) we separate tourists and attractions into two domains
for better recovering tourist topics and attraction themes; (2) we inves-
tigate tourists sentiments on topics to retain the preference ones; (3)
the recommended attraction is guaranteed with positive sentiment on
the related attraction themes; (4) the multi-modal data are utilized
to enhance the recommendation accuracy. Qualitative and quantitative
evaluation results have validated the effectiveness of our method.

Keywords: Tourism recommendation · Multi-modal computing
Topic model · Sentiment analysis

1 Introduction

With the acceleration of globalization and fast development of technologies for
travel needs, personalized tourism become more and more popular especially
among younger generations. Nowadays, the opinions and sentiments shared on
travel websites act an important role for tourists on attraction selection. Tri-
pAdvisor1, one of the most popular ones in its kind, is being checked by many
tourists for the multi-modal comments, including text and image, on the attrac-
tions they plan to visit. However, due to the fast growth of these travel websites,
1 [online]. Available https://www.tripadvisor.in/.
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the overwhelming and sometimes unorganized information become a hurdle to
the tourists to find the pieces that values most to them. Therefore, it is not hard
to see that a sharp increasing demand of customizable and automatic tourist
attraction recommendation solutions.

To design a satisfying tourist attraction recommendation method, the mining
on following three aspects from multi-modal data is crucial. The first one is
“tourist preferences”, which are the tourist topics that a tourist truly interested
on among all those he/she visited, commented, followed, liked and so on. The
second one is “attraction themes”, which are the types of experience that tourists
would received through visits. For example, the theme of Disney Land seems
most likely to be “entertainment” over “historical site”. Of course, an attraction
could have multiple themes. And the last one is “sentiment on a theme of the
attraction”, which measures the quality of attraction on a certain theme by
the view of tourists. Based on these three aspects, the task of recommending a
tourist with the most suitable attractions can be decomposed into mining the
preferences of this tourist, then selecting the most similar attraction themes, and
at last returning the attractions with positive sentiments on selected themes.

Existing works on personalized tourism recommendation mostly ignore the
sentiment analysis on both tourist preferences and attraction themes, and also
lack of processing of multi-modal data [1,8]. [9,10] directly work on tourist topics
instead of mining of tourist preferences. Without analyzing the sentiments of a
tourist over the topics, there is a high chance that some of the recommended
attractions are not what the tourist is looking forward. [11,15] recommend top
searched attractions on the selected themes. This only reflects the popularity of
the attractions but fails to reveal the sentiments from the tourists who actually
visited them. [20] analyzes the sentiments yet neglects to separate tourists and
attractions into two domains and identify tourist topics with attraction themes.
Moreover, [9,10,20] only focus on text modality, and leave image modality out
of consideration.

This paper emphasizes on mining all above mentioned three aspects, and pro-
poses a Sentiment-aware Multi-modal Topic Model (SMTM), which is capable
of discovering topics/themes of tourists/attractions conditioned on multi-modal
tourism data and analyzing their sentiments for better recommendation results.
Specifically, we divide tourists and attractions into two domains. As shown in
Fig. 1, the left side is topic mining and sentiment analysis on tourist domain,
while the right side is those on attraction domain. The inputs of two sides are
the multi-modal corpus from tourist and attraction domains respectively. The
outputs of two sides include topics/themes of each tourist/attraction, and their
corresponding sentiments. The middle of Fig. 1 shows the applications of SMTM,
including personalized attraction recommendation and potential tourist recom-
mendation.

In summary, the contributions of this work are as follows:

– We analyze the three essential aspects on attraction recommendation, and
propose Sentiment-aware Multi-modal Topic Model (SMTM) whose advan-
tages are four folds: (1) we separate tourists and attractions into two domains
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for better recovering tourist topics and attraction themes; (2) we investigate
tourist sentiments on topics to retain those with actual preference; (3) the
recommended attraction is guaranteed with positive sentiment on the related
attraction themes; (4) the multi-modal data are utilized to enhance the rec-
ommendation accuracy.

– We present two applications on SMTM, including personalized attraction
recommendation and potential tourist recommendation. We also construct
a large scale tourism recommendation dataset including 14,648 tourists and
8,724 attractions with multi-modal data. The experiments on this dataset
show the effectiveness of our proposed approach, and the high accuracies on
two applications.

– The proposed model has great potential for other recommendation applica-
tions, including movie, goods recommendations, and so on.

The rest of this paper is organized as follows. In Sect. 2, we briefly review
the related work. Section 3 presents the details of Sentiment-aware Multi-
modal Topic Model. Section 4 introduces the above mentioned two applications.
Section 5 reports and analyzes experimental results. Finally, we conclude the
work in Sect. 6.

Fig. 1. Framework of sentiment-aware multi-modal recommendation

2 Related Work

Our work is related to two main research areas, that is, probabilistic topic models
and personalized travel recommendation.

2.1 Probabilistic Topic Models

The Probabilistic Topic Model (PTM) is proposed to explore a set of topics
from a document set, where a topic is a distribution over a fixed vocabulary
and a document is a distribution over topics. The simplest probabilistic topic
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model [2] is Latent Dirichlet Allocation (LDA) [17]. In order to extend the LDA
model to learn the joint correlations between data of different modalities, such
as the texts and images, some variants of topic models are developed, such as
multimodal-LDA and correspondence LDA [3]. They use a set of shared latent
variables to explicitly model images and annotated text to capture correlations
between the data of two modalities.

In order to mine subjective emotion, some works focus on studying topic
models on sentiment/opinion mining [5–7,18,24,26–28]. Topic Sentiment Mix-
ture model is proposed by Mei et al. [18] to reveal the latent topic facets in a
Weblog collection, and their associated sentiments. In [27], Alam et al. propose
a domain-independent topic-sentiment model called Joint Multi-gain Topic Sen-
timent to extract quality semantic aspects automatically, thereby eliminating
the requirement for manual probing. These works are the pioneer studies on
topic sentiment analysis. However they just consider limited states on sentiment
spaces like “negative, positive, neutral” in [18]. To improve this, Titov [21] pro-
pose Multi-Aspect Sentiment model which can aggregate sentiment texts for the
sentiment summary of each rating aspect. [23] propose Contrastive Opinion Mod-
eling to present the opinions of the individual perspectives on the topic and fur-
thermore to quantify their difference. Latter, some works research on sentiment
topic model with multi-modal data. In [26], Huang et al. propose Multi-modal
Joint Sentiment Topic Model for weakly supervised sentiment analysis on texts
and emoticons in microblogging. Fang et al. [19] propose Multi-modal Aspect-
opinion Model to consider both user-generated photos and textual documents
and simultaneously capture correlations between textual and visual modalities.
Extend to [23], Qian et al. [25] propose a multi-modal multi-view topic opinion
mining model for social event analysis multiple collection sources. Different from
above approaches which are based on single topic space, our work consider two
domains, that is tourist and attraction, and two topic spaces associated.

2.2 Personalized Travel Recommendation

In recent years, high demand of travel recommendation solutions have led to a lot
of researches. Some works [12–14,16] consider that the reviews contain diverse
information which can mitigate sparse problems, and some of them also use
reviews to extract sentiments for recommendation. But they ignore the theme
of attractions. Some other works focus on mining the themes of attractions to
facilitate trip planning [4,9,15]. By considering the tourist topics and attraction
themes, Leal et al. [9] propose Parallel Topic Modelling to extract information
and utilize semantic similarity to identify relevant recommendation. However,
majority of those methods lack of analysis of sentiment on themes of attractions.
[20] proposes a user interest modeling method called LSARS to represent the
user’s interest. [11] designs a personalized similarity (PAS) model which utilizes
the heterogeneous travel information for recommendations. This method takes
sentiments of the attraction themes into consideration and uses a multi-modal
data, but fails to reveal the sentiments from the tourists who actually visited
them.
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3 Sentiment-Aware Multi-modal Topic Model

This section introduces the proposed Sentiment-aware Multi-modal Topic Model
(SMTM), which is composed of theme and sentiment mining on tourist domain,
topic and sentiment mining on attraction domain, and correlation analysis
between tourist and attraction topic spaces, as shown in Fig. 2.

Fig. 2. Representation of sentiment-aware multi-modal topic model.

3.1 Problem Definition

Supposing that we are given a collection of tourist documents U = {du
1 , ..., du

Du}
and a collection of attraction documents A = {da

1 , ..., d
a
Da}, where du

i ={
UW

i , UV
i , US

i

}
, da

i =
{
AW

i , AV
i , AS

i

}
are composed of three components: textual

component UW
i , AW

i , visual component UV
i , AV

i , and sentiment component US
i ,

AS
i . Table 1 lists the key notations. As discussed in Sect. 1, tourist preferences,

attraction themes, and sentiments on themes of attraction are the three essential
aspects for tourist attraction recommendation. We separate tourist and attrac-
tion into two domains, seek their associated theme spaces, analyze the sentiment
of each topic for every tourist and attraction, and at last, find the correlation
between tourist topic space and attraction theme spaces for recommendation.
Thus, the problem of SMTM can be defined as follows:

Definition 1 (Sentiment-aware Multi-modal Topic Model). Given two collec-
tions of tourists and attractions from travel websites, that is, U and A, the goal
of SMTM is to learn: (1) tourists topic space ϕu, φu and attraction theme space
ϕa, φa; (2) corresponding sentiment space πu and πa; (3) the distributions of
tourist domain document-topic θu and attraction domain document-theme θa;
(4) the correlation between tourist and attraction topic spaces is measured by all
the similarities between tourist topics and attraction themes, that is, sim(zu, za),
for zu ∈ {1, 2, · · · ,Ku} and za ∈ {1, 2, · · · ,Ka}.
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3.2 Topic and Sentiment Mining on Tourist Domain

Topic and sentiment mining on tourist domain is to determine the preferences of
each tourist. Specifically, each tourist document contains texts and images. By
using our model, the textual and visual words are generated following document-
topic distributions θu, while the sentiment words are generated from the sen-
timent distribution conditioned on the corresponding topics. Accordingly, the
generative process of a tourist document du in SMTM can be described as fol-
lows.

Table 1. The key notations of the proposed sentiment-aware multi-modal topic model

Notations Description

U, A Tourist document set, attraction document set

Du, Da Number of tourist documents and attraction documents

Ku, Ka Number of tourist topics and attraction topics

UW , UV , US Textual word vocabulary, visual word vocabulary and sentiment

word vocabulary in tourist document set

AW , AV , AS Textual word vocabulary, visual word vocabulary and sentiment

word vocabulary in attraction document set

Wu, V u, Su, Wa, V a, Sa Number of word in UW , UV , US , AW , AV , AS

ϕu, φu, πu The multinomial distributions over textual words, visual words

and sentiment words for tourist topics

ϕa, φa, πa The multinomial distributions over textual words, visual words

and sentiment words for attraction topics

θu, θa The multinomial distributions over topics for tourists and

attractions

zw, zv, l Topic assignment for textual word, visual word, and sentiment

word on tourist domain

z̃w, z̃v, l̃ Topic assignment for textual word, visual word, and sentiment

word on attraction domain

αu, αa, βu
0 , βa

0 Dirichlet priors to multinomial distribution θu, θa, ϕu, ϕa, φu,

βu
1 , βa

1 , ηu, ηa φa, πu, πa

w−i, z−i,v−i, s−i, l−i Vector values of w, z, v, s, l on all the other dimensions except i

1. For each tourist topic zu ∈ {1, 2, · · · ,Ku} including textual topic zw and
visual topic zv, draw a multinomial distribution over topic words, ϕu ∼
Dir(βu

0 ) and φu ∼ Dir(βu
1 ).

2. For each tourist topic zu ∈ {1, 2, · · · ,Ku}, draw a multionmial sentiment
word distribution πu ∼ Dir(ηu).

3. For each document du:
(a) draw a multinonmial distribution θu

d ∼ Dir(αu) for document.
(b) for each textual word w in document du: draw a topic zw

d ∼ Multi (θu
d ),

a textual word w ∼ Multi
(
ϕu

zw
d

)
.

(c) for each visual word v in document du: draw a topic zv
d ∼ Multi (θu

d ), a

visual word v ∼ Multi
(
φu

zv
d

)
.
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(d) for each sentiment word s in document du: draw a topic assignment l ∼
Uniform (zu

1 , zu
2 , ..., zu

Ku), a sentiment word s ∼ Multi (πu
l ).

We assume that the priors (αu, βu
0 , βu

1 , ηu) follow symmetric Dirichlet in mod-
eling learning process, where the symmetric Dirichlet are conjugate priors for
multinomial distribution.

After modeling the tourist domain of SMTM, we use Gibbs sampling [25]
for model inference. There are three sets of variables involved, that is, textual
topic assignment zw, visual topic assignment zv and sentiment distribution l. In
a Gibbs sampler, one iteratively samples new assignments of latent variables by
drawing from the distributions conditioned on the previous state of the model.
For tourist domain of SMTM model, the update rules for latent variables are as
follows.

The rule for the latent variables zw, zv and l:

p(zw
i = ku|w, zw

−i) ∝ nu
kd,−i + αu

∑Ku

k=1 nu
kd,−i + Kuαu

× nu
wk,−i + βu

0
∑Wu

w=1 nu
wk,−i + Wuβu

0

(1)

p(zv
i = ku|v, zv

−i) ∝ nu
kd,−i + αu

∑Ku

k=1 nu
kd,−i + Kuαu

× nu
vk,−i + βu

1
∑V u

v=1 nu
vk,−i + V uβu

1

(2)

p(li = mu|s, l−i) ∝ nu
sm,−i + ηu

∑Su

s=1 nu
sm,−i + Suηu

× nu
md

Nu
kd

(3)

where the symbol −i means a counting variable that excludes the i-th word index
in the corpus. nu

kd,−i denotes the times of words for topic ku being generated
from document du except the current assignment. nu

wk,−i denotes the times of
word w being generated from topic ku except the current assignment. nu

vk,−i,
nu

sm,−i,n
u
md, is similar. Nu

kd means the times of all topic words in document du.
After sampling, the tourist domain parameters can be estimated as follows:

θu
kd =

nu
kd + αu

∑Ku

k=1 nu
kd + Kuαu

, ϕu
wk =

nu
wk + βu

0∑Wu

w=1 +Wuβu
0

,

φu
vk =

nu
vk + βu

1∑V u

v=1 +V uβu
1

, πu
sm =

nu
sm + ηu

∑Su

s=1 nu
sm + Suηu

(4)

In this paper, the SentiWordNet, a popular linguistics based sentiment model,
is used to set a sentimental value (between −1 and 1) to every sentiment word.
The value of is closer to 1, it is more likely to be positive, otherwise to be
negative. Then the sentiment score of each tourist topic is,

Q (zw, l) =
1
2

[
Nwk∑

w=1

p (w|zw = k) · Qw +
Nsk∑

s=1

p (s|l = k) · Qs

]

(5)

In this equation, Q (s) and Q (w) are the individual sentiment scores of a word.
Q (zw, l) represents the overall sentiment tendency of the topic.
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3.3 Theme and Sentiment Mining on Attraction Domain

Theme mining on attraction domain is to determine attraction themes, while
sentiment mining is to determine sentiments on themes of attraction. Similar to
those on tourist domain, we use the same process. So we just express the key
formulas below. The update rules are as follows.

p(z̃w
i = ka|w, z̃w

−i) ∝ na
kd,−i + αa

∑Ka

k=1 na
kd,−i + Kaαa

× na
wk,−i + βa

0
∑Wa

w=1 na
wk,−i + W aβa

0

(6)

p(z̃v
i = ka|v, z̃v

−i) ∝ na
kd,−i + αa

∑Ka

k=1 na
kd,−i + Kaαa

× na
vk,−i + βa

1
∑V a

v=1 na
vk,−i + V aβa

1

(7)

p(l̃i = ma|s, l̃−i) ∝ na
sm,−i + ηa

∑Sa

s=1 na
sm,−i + Saηa

× na
md

Na
kd

(8)

After sampling, the attraction domain parameters can be estimated as follows:

θa
kd =

na
kd + αa

∑Ka

k=1 na
kd + Kaαa

, ϕa
wk =

na
wk + βa

0∑Wa

w=1 +W aβa
0

,

φa
vk =

na
vk + βa

1∑V a

v=1 +V aβa
1

, πa
sm =

na
sm + ηa

∑Sa

s=1 na
sm + Saηa

(9)

3.4 Correlation Analysis Between Tourist and Topic Space and
Attraction Theme Space

To correlate tourist topic space and attraction theme space, we calculate all the
similarities between tourist topics and attraction themes. Inspired by [22], we
use symmetric Kullback-Leibler (KL) to measure the similarity, that is,

sim(zu, za) =
∑

i

p (i|zu) log
p (i|zu)
p (i|za)

+
∑

i

p (i|za) log
p (i|za)
p (i|zu) (10)

where i indexes the word which occurs in both domains.

4 Applications

In this section, we introduce how to leverage the learned SMTM to enable two
interesting applications: personalized attraction recommendation and potential
tourist recommendation.
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4.1 Personalized Attraction Recommendation

For a tourist du
i and a query attraction da

i in A = {da
1 , d

a
2 ..., d

a
n}, the topic and

theme distribution θu
di

,θa
di

and the topic and theme space zu, za can be obtained
by model. Taking into account the sentimental factors, we use the Eq. (5) in
Sect. 3.2 to learn sentiment score Q (z) of a topic z. Then use it to compute
sentiment binary variable qz of topic z for further comparison recommendation
using the following equation:

qz =
{

1, if Q (z) ≥ σ
0, if Q (z) < σ

(11)

where σ is threshold parameter. We calculate the distance between du
i and each

document of A to rank the recommended attractions by following equation:

dis (du
i , da

i ) =
∑

z

√(
qz ∪ qz′ ) × [p (z|du

i ) − p (z′ |da
i )]2

=
∑

z

√
(
qz ∪ qz′ ) ×

(
θu

di,z
− θa

di,z
′

)2
(12)

Where z is the topic in zu. z
′

is a corresponding theme to z in za, which is
calculated by semantic similarity according to Sect. 3.4.

4.2 Potential Tourist Recommendation

Potential tourist recommendation is similar to the interest attraction recom-
mendation. Specifically, given an attraction da

i and a tourists du
i in set U =

{du
1 , du

2 ..., du
n}. The theme and topic distribution θa

di
,θu

di
and the topic and theme

space za, zu can be learned by model. qr and qr
′
are obtained using the method

mentioned in Sect. 4.1. Then we calculate the distance between da
i and each

tourist from U to rank the recommended tourists by follows:

dis (da
i , du

i ) =
∑

r

√
(
qr ∪ qr′ ) ×

(
θa

di,r
− θu

di,r
′

)2

(13)

Where r is the theme in za. r
′
is a corresponding topic to r in zu, which is also

calculated by semantic similarity according to Sect. 3.4. The topk of the potential
tourists is recommended to tourist attraction da

i .

5 Experiment

5.1 Experimental Settings

The evaluation dataset was constructed from TripAdvisor, an online travel web-
site. We collected multi-modal data from tourist and attraction domains respec-
tively. For tourist domain, we collected 14,648 tourists, including their comments,
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descriptions and images. For attraction domains, we collected 8724 attractions
with at least 30 comments and 1 image. In total, we have 459,160 textual com-
ments or descriptions, and 43,944 images in tourist domain, while 392,580 textual
comments and 26,172 images in attraction domain.

For each image from both domains, we represent image visual content by
SIFT-Bow feature with 968 visual words. With the assumption similar to that
used in [23,25], we extract all the nouns in the documents as the textual words
and the adjectives, verbs, adverbs as the sentiment words. To classify tokens into
nouns, adjectives, verbs, and adverbs, we use the Part-of-Speech tagging function
provided by Stanford NLP toolkits2. Here we set Dirichlet hyper parameters of
αu = αa = 50/K and βu

0 = βu
1 = βa

0= βa
1=0.02, ηu = ηa = 0.01 for all the

experiments.

Fig. 3. Sample of topic words with corresponding sentiment words.

5.2 Evaluation of Sentiment-Aware Multi-modal Topic Model

Qualitative Analysis. We demonstrate the effectiveness of SMTM by exam-
ining the extracted topics with their sentiments and visualize them by providing
the top ranked words. Both tourist and attraction domains are represented by a
set of topic and theme distributions with textual words, visual words and corre-
sponding sentiment words. Figure 3 presents a sample of topic words composed
of textual words and visual words, and sentiment words, among which positive
ones are in red while negative ones are in green, on tourist domain.

Figure 3 shows the partial results of the tourist domain. Here, topic #7 is
about the topic “family travel”, where textual words are closely related to the
image patches. Sentimental words that describe the topic reflect the tourist’s
preferences, such as“recommended” and “disappointed”.

Quantitative Evaluation. To evaluate our model, the perplexity is used as the
metric. The perplexity score can be used to measure the generalization ability
of a model, the lower the score is, the better capacity the topic model has. The
perplexity for a set of test documents Dt is calculated as follows:

perplexity(Dt) = exp −
∑

d∈Dt
logp (wd,vd,od)∑

d∈Dt
(Nw,d + Nv,d + No,d)

(14)

where p (wd,vd,od) = p (wd) + p (vd) + p (od|wd,vd) .

2 [online]. Available http://nlp.stanford.edu/software/index.shtml.

http://nlp.stanford.edu/software/index.shtml
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In our experiment, the data sets are divide into two parts separately: 80%
are set as the training set and the rest are set as the test set. Figure 4(a) and (b)
shows the perplexity of SMTM model in different topic numbers. It can be seen
that, as the number of iterations increases, the degree of perplexity decreases,
and it tends to stabilize when iterating about 100 times.

The baselines include: LDA, which treats all words as topic words. multi-
modal LDA(mm-LDA), which model extends LDA by considering two modality
of textual and visual. Topic-Sentiment(TS), which mines topic and sentiment
on single domain. Figure 4(c) and (d) show the perplexity scores of all models
in both data sets. From the result we can see LDA get a highest score which
means the worst ability. This is because LDA only models textual words and
sentiment words but does not distinguish them. The mm-LDA and TS model
get a better performance than LDA, because of the additional dependencies of
visual or sentiment information. The proposed SMTM model achieves the best
results than other topic models on both domains.

Fig. 4. Perplexity of different topic numbers and different models

5.3 Evaluation of Cross-Domain Multi-modal Recommendation

To evaluate the validity of the two recommendations, two test sets are cre-
ated. 1,261 tourists who have visited at least 15 attractions are selected from all
tourists. And a total of 2411 tourist destinations, which have been visited by at
lease 15 tourists, are selected from all the attractions. After the model is com-
pleted, the formula obtained in Sect. 4 was used to make two recommendations.
Referring to traditional search metrics, Precision@k and MAP@k are used to
measure two recommendations.
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Fig. 5. Precision and MAP of two recommendations

We report the Precision@k and MAP@k for two settings when K is 5, 10
and 20. Figure 5(a) and (b) show the performance comparison for personalized
travel recommendation. It can be observed that LDA performance is the worst
because it lacks the ability to mine the potential relationship between multi-
modal topics and sentiments. The mm-LDA and TS perform better than LDA
because they capture the consistency between different modalities. This indicates
that visual or sentimental information is useful for improving recommendation
performance. SMTM performs better than all baselines, which proves that an
effective combination of textual data, visual data, and sentiments can improve
data mining capabilities and help to achieve recommendations. Similar results
can be observed in Fig. 5(c) and (d), which reports the performance of potential
tourist recommendation. With taking both tourists’ interests and attraction’
comments into account, SMTM achieves the best results comparing to baselines.

6 Conclusions

In this paper, we proposed Sentiment-aware Multi-modal Topic Model to
address the recommendation problem by considering tourist preference, attrac-
tion theme, and sentiment of attraction theme. SMTM is capable of mining
multi-modal tourist topics and attraction themes both with corresponding sen-
timents. In future work, we plan to model the shared topic space to correlate
two domains instead of using similarities.
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